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Interactions in the Standard Model

2

Interaction of EWK bosons exactly 

predicted by SU(2)xU(1) symmetry. 
Can be used as a test of 
Standard Model (SM).

Does this 
coupling 
exist?
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perturbative techniques and are derived from non-perturbative methods or directly

from data.
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Figure 1.2: Predictions for the cross sections of various SM processes, the heirarchy
of rates that depends on the bosons involved. W� and Z� have larger cross sections
since the photon is massless.

1.5 The Z� Cross Section

After the weak vector bosons were discovered at CERN [9] and electroweak theory’s

initial predictions were validated, the quest to validate the theory to greater accurancy

started. The logical continuation was to search for processes containing the signatures

of two electroweak bosons, which allows for processes where the vector bosons interact

with each other. According to the SM there is no interaction allowed directly between

the photon and the Z, so the goal here is to see if the rate of radiation of Z bosons

Production of Dibosons

๏ Produced by boson radiation or 
annihilation off quarks, triple gauge 
couplings where allowed

• Triple gauge couplings (TGC) are 
between three vector bosons

• Wγ, WZ, and WW final states have   
Triple Gauge Couplings 

• Zγ and ZZ TGCs forbidden in SM

๏Goal: Study the Zγ final state

• Measure cross section and test for 
anomalous gauge couplings (aTGC)

• Energetic QCD ever present at LHC

- NLO calculations necessary to model data
3
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Figure 2.3: The two leading order ↵s diagrams for Z� production in the SM.

state of two leptons and a photon. For Z�, in stark contrast to W� [14, 15], there is
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Figure 2.4: The leading order ↵s diagrams for FSR Z� production in the SM.

no interference between the initial and final radiation processes, since for the former

the aTGC is a forbidden process in the SM. This means that it is relatively easy to

separate the FSR and ISR contributions and exploit them for di↵erent purposes. The

SM FSR process is primarily useful for determining the response of CMS calorimetry

to photons, since the three body mass is kinematically constrained to the observed

Z invariant mass distribution. ISR production, as stated previously, is precisely pre-

dicted within the perturbative framework of the standard model and constitutes the

primary background to the aTGC searches. In particular, ISR photons produced in

association with Zs are the primary background to the possible neutral aTGC signal.

At the LHC at least one of the incoming partons is likely to be energetic. This

forces the probability to emit a jet to be very large, especially at low jet energies,

and consequently makes higher, next-to-leading (NLO), order ↵s e↵ects on the SM
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considered under the LEP parameterization. These channels can be combined to

gain improvement in the statistical power of the limits and to test the universality

conditions of the equal couplings scenario.
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Figure B.3: The LO ↵S diagrams for VV production, where V,V’=W,Z. TGCs occur
naturally in the SM between the massive vector bosons, except ZZ.
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Figure 2: Expected and observed two-dimensional exclusion limits at 95% CL on the anoma-
lous neutral trilinear ZZZ and ZZ� couplings. The green and yellow bands represent the one-
and two-standard-deviation variations from the expected limit. In calculating the limits, the
couplings that are not shown in the figure are set to zero.

from the expected limit. The present limits are dominated by statistical uncertainties. System-209

atic uncertainties arising from the uncertainty on the theoretical cross section, PDF, detector210

efficiencies, and luminosity are introduced in the form of nuisance parameters with log-normal211

probability density functions. One-dimensional 95% CL limits for the f Z,�
4 and f Z,�

5 anomalous212

coupling parameters are measured to be �0.012 < f Z
4 < 0.013 and �0.012 < f Z

5 < 0.013, and213

�0.014 < f �
4 < 0.014 and �0.015 < f �

5 < 0.015. In the fit all aTGC parameters except that214

under study are kept fixed to zero. These limits, obtained assuming no form factor, extend215

previous results on vector boson self-interactions and are currently the most stringent limits216

established for ZZZ and ZZ� couplings.217

We congratulate our colleagues in the CERN accelerator departments for the excellent perfor-218

mance of the LHC machine. We thank the technical and administrative staff at CERN and other219

CMS institutes, and acknowledge support from FMSR (Austria); FNRS and FWO (Belgium);220

CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and NSFC221

(China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus); MoER, SF0690030s09 and222

ERDF (Estonia); Academy of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3 (France);223

BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NKTH (Hungary); DAE and DST224

(India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF and WCU (Korea); LAS (Lithuania); CIN-225

VESTAV, CONACYT, SEP, and UASLP-FAI (Mexico); MSI (New Zealand); PAEC (Pakistan);226

MSHE and NSC (Poland); FCT (Portugal); JINR (Armenia, Belarus, Georgia, Ukraine, Uzbek-227

istan); MON, RosAtom, RAS and RFBR (Russia); MSTD (Serbia); MICINN and CPAN (Spain);228

Swiss Funding Agencies (Switzerland); NSC (Taipei); TUBITAK and TAEK (Turkey); STFC229

(United Kingdom); DOE and NSF (USA).230

Individuals have received support from the Marie-Curie programme and the European Re-231

search Council (European Union); the Leventis Foundation; the A. P. Sloan Foundation; the232

Alexander von Humboldt Foundation; the Belgian Federal Science Policy Office; the Fonds233
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Figure B.4: The two dimensional limits for ZZ anomalous triple gauge couplings. The
observed limit is within one sigma of the observed and sets the most stringent limits
to date on ZZ aTGCs. [97]

The ZZ anomalous triple gauge couplings are treated in a similar fashion to the

Z� couplings in that they are introduced via a vertex function that contains the triple

gauge couplings. The vertex function for ZZ aTGCs is [21, 98]:

gZZV �↵�µ
ZZV = e

P 2 � M2
V

M2
Z

⇥
ifV

4

�
P↵gµ� + P �gµ↵

�
+ ifV

5 ✏µ↵�⇢(q1 � q2)⇢

⇤
,

General Dibosons (SM):
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Z� cross section very important [16].
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Figure 2.5: The unique real emission diagrams for ISR Z�. There are additional
diagrams resulting from the permutation and crossings of the Z, �, and final state
parton.
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Figure 2.6: The loop diagrams for ISR Z�. The same initial states apply to the
crossed graph in Figure 2.3

The calculation of NLO corrections in quantum field theory requires the intro-

duction of radiative processes which, on their own, contain unphysical singularities

when the additional radiation becomes too low energy or collinear to the particle

that emitted it. These unphysical singularities are removed when accounting for the

interference between the leading order process and so-called ‘loop’ diagrams, which

introduce counter-terms to the singularities in the radiative processes [13]. The cal-

culation of the NLO corrections to the ISR processes is theoretically di�cult since

the photon may be emitted from final state ‘fragmentation photons’ or initial state

quarks. The fragmentation photons may also have a non-perturbative part when

the photon is very close to the object that radiates or when photon radiation from
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gluons is involved. This significantly complicates the calculation with respect to the
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Figure 2.7: The photon fragmentation contribution to Z� production at NLO. In
the gluon contribution (left) there is additional hadronic radiation from the non-
perturbative process to conserve color flow. The quark contribution also contains
non-perturbative e↵ects due to collinearity of the photon with the quark.

singularities introduced at NLO in ↵s since it is hard to treat the photon as both

radiation and a product of the matrix element in a consistent way. There are some

Monte Carlo programs which calculate this contribution, but none are interfaced to

parton showers [11,17]. The problem of correctly dealing with photon fragmentation

is the primary reason for the slow advancement of NLO ↵s accurate calculations of

processes with photons in the final state [18].
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Figure 2.8: The loop diagrams for FSR Z�.

The FSR portion of the process is theoretically more accessible as it is merely

Z production with an extra complication in the decay of the Z. The NLO and

NNLO ↵s corrections to Z boson production are well understood and being improved

upon [19, 20]. However, since it is tied to the ISR process as they share the same

LO Zγ:

NLO Zγ:
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Neutral Anomalous Triple Gauge Couplings
๏ An on-shell neutral vector cannot decay into two on-shell neutral 

vectors

• Yang’s Theorem

๏ Furthermore, Z is not charged

• SM γ does not couple

๏ EWK symmetries not fundamental and Lorentz invariance allows 
more couplings

• Neutral aTGCs allowed in this case and their structure is well defined

• All dimension 6 or 8 operators

- Produce different final state boson transverse moment (pT) distributions

- Search for deviation from SM distributions to test for aTGC

- Zγ advantage: direct access to boson (γ)

• Form factor sometimes used to enforce unitarity

- Unitarity only need be enforced where there are data

- No form factor used in this thesis
4
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Figure 1.5: Illustration of the evolution from the hard scattering parton to the jet in
the detector.

like charged pions, kaons, protons, and neutrons are able to travel a detectable distance

before decaying into lighter hadrons or leptons and photons. The particles that are

formed from the original parton during the hard interaction leave the interaction point

as a collimated spray of particles. The spray or “jet” is what the experiment eventually

detects. A cartoon depicting the hadronization process is given in Figure 1.5.

1.4 Proton Collisions

Because protons are composite particles, collisions between protons do not in-

volve the entire object. Instead, one of the partons from a proton will interact with

one from the other proton. Protons are made up of three valence quarks, uud, but

the valence quarks exchange and radiate gluons that produce virtual “sea” quarks [16]

within the proton after splitting into qq̄ pairs. Any of these “sea” quarks may interact,

making qq̄ interactions possible, but less likely, between two protons. More likely are

quark-gluon interactions, especially at higher energies. In proton-proton collisions, in-

Figure 2.10: The stages of jet evolution, starting from the perturbatively based scat-
tering and ending with the nonperturbative hadronization.

collections of photons coming from jets whose hadrons decay primarily electromag-

netically are similar to promptly produced real photons in terms of their appearance

in a detector. Due to the much larger cross section of Z+Jets production and the

non-zero probability of these jets to hadronize into photons, Z+Jets serves as the

primary background to SM Z� production at hadron colliders.

2.3 Anomalous Z� Production

Vµ(P )
��(q2)

Z↵(q1)

= ie�↵�µ(P, q1, q2)

Figure 2.11: The general form of the Z�V, vertex. V=�,Z

The theoretical understanding of neutral anomalous triple gauge couplings has
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been well described for years [10, 11, 21]. The chosen symmetries of the standard

model are not completely fundamental requirements and the SM can be extended

by adding new terms that still obey more basic properties, like gauge and Lorentz

invariance. In the case of the Z� anomalous couplings there are 4 couplings both for

Z!Z� and � !Z� that are allowed by gauge and Lorentz invariance but not by the

SU(2)⇥U(1) structure of the standard model [10]. The vertex function given in Figure

�↵�µ
Z�Z(q1, q2, P ) =

P 2 � q2
1

m2
Z

"
hZ

1 (qµ
2 g↵� � q↵

2 gµ�)

+
hZ
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2 P �

i

+ hZ
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Figure 2.12: The Z�Z, vertex function with the four couplings allowed by gauge and
lorentz invariance.

2.12 has the form for the Z�Z vertex and the forms of all four allowed couplings. The

vertex for Z�� has almost exactly the same structure as the Z�Z vertex, except for

labelings and the following substitution in the prefactor due to Bose symmetry:

P 2 � q2
1

m2
Z

! P 2

m2
Z

and hZ
1�4 ! h�

1�4 (2.3)

Due to Yang’s theorem [22], all of these couplings vanish at leading order in the SM

and when the incoming particles are on shell4. For both � and Z initiated couplings,

h1 and h2 are CP-odd while h3 and h4 are CP-even, leading to slightly di↵erent

kinematic dependencies for each coupling. The terms multiplying h1,3 scale as the

center of mass energy of the incoming parton, ŝ, while h2,4 scale as ŝ · q2
2, resulting

4i.e. when the photon is massless or the Z is exactly 91.18 GeV

8 couplings allowed at tree 
level in Lorentz structure
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Due to Yang’s theorem [24], all of these couplings vanish at leading order in the SM

and when the incoming particles are on shell4. For both � and Z initiated couplings,

h1 and h2 are CP-odd while h3 and h4 are CP-even, leading to slightly di↵erent

kinematic dependencies for each coupling. The terms multiplying h1,3 scale as the

center of mass energy of the incoming parton, ŝ, while h2,4 scale as ŝ · q2
2, resulting

in more significant variations in the theoretical cross section when attempting to

determine h2,4 using experimental data.

Finally, none of the couplings as defined preserve unitarity at high energies since

they grow without bound as a function of the incoming vector boson’s energy. Moti-

vations for a form of regularization of the couplings are given in [11]. The result being

the use of an ad-hoc ‘form-factor’ that supresses the coupling at very high energies.

The general form of the commonly used dipole form factor is given in Equation 2.4.

The dipole form-factor suppresses the divergent behavior of neutral aTGCs at high

energy, above the cuto↵ scale ⇤.

f(ŝ) =
1

(1 + ŝ/⇤2)n
(2.4)

This simulates the e↵ect of resolving new physics at some cuto↵ scale5 which is above

the kinematic reach of existing hadron colliders6. However, while these form factors

do regularize the contributions of aTGCs at arbitrarily high energies, they are not

entirely necessary when searching for new physics using diboson production. One

can take as an example the attempt to compare limits on new physics at di↵erent

hadron colliders where one hadron collider uses a cuto↵ scale that is well below the

other’s kinematic reach [23]. In order to compare results, the collider with higher

4i.e. when the photon is massless or the Z is exactly 91.18 GeV
5or ‘Scale of New Physics’, ‘Mass Scale’. Mathematically, a non-infinite integration bound.
6As a rule of thumb, the kinematic reach of a proton-proton collider is half the center of mass

energy of the beam and for a proton-antiproton collider it is about 2/3 the center of mass energy.
This di↵erence comes from the probing valence (anti)quarks in the (anti)protons versus probing
valence quarks in one proton and sea quarks in the other.

Form Factor =
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Monte Carlo Generators: Matrix Element

5

๏ Matrix Element (ME) calculations and event generators

• Use monte carlo methods to integrate phase space

• Describe hard scatter, where perturbative methods accurate

๏ Event generators unweight events from calculation

• Generates final state distributed as shape of ME

• First stage of simulation input

๏ Implementations Used

• MCFM (MonteCarlo for Femtobarn Measurement)

- Cross section calculator, accurate at NLO αs for Zγ

• MadGraph 5

- Multipurpose event generator, accurate at fixed orders in αs

- Contains important bugfix relevant to signal generation

• Sherpa

- Multipurpose fixed order generator, accurate at fixed orders in αs

- Includes aTGC signal and is used to generate aTGC samples for limit setting

19

Z� cross section very important [16].
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The calculation of NLO corrections in quantum field theory requires the intro-

duction of radiative processes which, on their own, contain unphysical singularities

when the additional radiation becomes too low energy or collinear to the particle

that emitted it. These unphysical singularities are removed when accounting for the

interference between the leading order process and so-called ‘loop’ diagrams, which

introduce counter-terms to the singularities in the radiative processes [13]. The cal-

culation of the NLO corrections to the ISR processes is theoretically di�cult since
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no interference between the initial and final radiation processes, since for the former

the aTGC is a forbidden process in the SM. This means that it is relatively easy to

separate the FSR and ISR contributions and exploit them for di↵erent purposes. The

SM FSR process is primarily useful for determining the response of CMS calorimetry

to photons, since the three body mass is kinematically constrained to the observed

Z invariant mass distribution. ISR production, as stated previously, is precisely pre-

dicted within the perturbative framework of the standard model and constitutes the

primary background to the aTGC searches. In particular, ISR photons produced in

association with Zs are the primary background to the possible neutral aTGC signal.

At the LHC at least one of the incoming partons is likely to be energetic. This

forces the probability to emit a jet to be very large, especially at low jet energies,

and consequently makes higher, next-to-leading (NLO), order ↵s e↵ects on the SM
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Figure 4.3: Matching results using the MLM technique, note that above the matching
threshold dmatch the contribution from parton-level radiation dominates and describes
the observed distribution from D0. [57]

removed. The choice of when to use the SMC for radiation and when to use the

parton-level radiation is implicit, since any radiation below the matching scale must

come from the SMC. The result of matching a sample using the MLM methdology

that contains parton-level radiation with up to four quarks or gluons and a matching

scale of 30 GeV is shown in Figure 4.1.3. A majority of the MC samples used for

signal and background predictions in the Z� analysis have been matched using the

MLM method.

4.2 Detector Simulation

With the exclusive event fully determined by the matrix element generator and subse-

quent treatment by the SMC, the event information can be propagated into a simula-

tion of the CMS detector. The simulation is built using the toolkit GEANT4 [60] and

has a variety of models and parameterizations that describe the interaction of parti-

cles with matter. The simulation keeps track, in detail, of the materials comprising

sensitive detector elements, readout electronics, and uninstrumented structural ma-

Monte Carlo Generators: Parton Shower

6

q q̄

Parton Shower

Hadronization

Hard Scatter๏ Parton Showers

• Describe splitting of partons into jets

• Evolve partons down to ΛQCD=217±24 MeV

- Creates ‘showers’ of partons

• Limit phase space of produced jets

- Poor description of multijet systems

- Solve with inclusive matching

๏ Hadronization

• Phenomenologically driven models

- Create color singlet hadrons from shower

• Reproduction of EM-rich showers known issue

๏ Use Pythia for parton shower and hadronization

D0 Data
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The Compact Muon Solenoid

7

31

Figure 3.2: 3D Drawing of the CMS detector using with sub-detectors labeled. A human figure is included for scale [45].

⌘ = � ln tan
#

2

Total Mass                  :     12500 T
Diameter                   :     14.6 m
Length                       :     21.6 m
Magnetic Field            :     3.8 Tesla

Right handed coordinate system:

x (Towards LHC Center)

y (Radially outwards from ground)

(Anti-Clockwise beam direction) z
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Particle Detection in CMS

8

32

Figure 3.3: A slice of the CMS detector and the path that various particles travel through it. Electrons (red solid
lines) leave a hits in the trackers and deposit all of their energy in the Electromagnetic Calorimeter. Charged and
neutral hadrons, components of jets, leave the bulk of their energy in the Hadron Calorimeter, while muons continue to
chambers outside the solenoid [46].
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The Problem of Pileup

๏Luminosity improvement = pileup

• Smaller bunch size

• Higher bunch population

๏Hard scatters overlaid with 
random events

• Random events mainly soft QCD

- Increase in calorimeter activity

• Particle ID must account for pileup 
effects to maintain performance

๏Even other hard scatter events 

• bottom display is 2 Zs

9

 13

The challenge of pileup
● At high luminosity 

several pairs of 
protons can interact

● Producing multiple 
interactions in the 
detector

● Event of interest 
overlayed with other 
events

● Special techniques are 
needed to maintain 
high performance of 
particle identification

Mean number of interactions/crossing

Run 171286 Event  161455830 

!  µµ pairs come from 
different vertices, at least one 
looks to have a poor vertex 
fit 

Ian Ross - University of Wisconsin 5 22.Sept.2011 

5 cm
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Zγ Cross Section Measurement

10



Lindsey Gray, UW Madison

Muon Identification
๏ Require muons in detector and consistent with EWK boson

๏ High track quality by number of hits

• Pixels, strip and muons

๏ Good track fit

๏ Consistent with most energetic vertex in event

๏ Relative combined isolation ΔR=0.3 rejects jets

•  

• Subtract pileup using average energy density ρ

• Veto cone about muon, ΔR = 0.1

11

Photons are likely to convert within the tracker, 

Track and calorimeter activity should be localized

89

6.1.4 Muon Selection

The general technique for electron selection is also applied to muon selection, with

appropriate changes since all muon reconstruction information is from tracking de-

tectors. In particular, instead of matching extrapolated variables between the ECAL

and tracker, the goodness of fit of the global muon track and consistency with a high

quality reconstructed track in both the muon system and silicon tracker are used

as identification requirements. The globally reconstructed muon track is required to

have at least one hit in the pixel tracker, ten hits in the silicon strip tracker and at

least one hit in the muon system. Moreover, the track is required to have a �2 value

of the global track fit less than ten. The muon is also required to be found by the

tracker muon algorithm and have at least two segments matched to the propagated

track. The same PV matching criteria are applied to muons as done for electrons,

assuring that the muons in the pair originate from the primary vertex.

Description criterion

Kinematics pT > 20 GeV and |⌘| < 2.4
Number of pixel hits > 0

Number of tracker hits > 10
�2/n.d.f of the global muon fit < 10

Number of muon hits > 0
Number of chambers with matched segments > 1

Vertex d0 < 0.1 cm
Vertex dz < 0.02 cm

Relative Combined Isolation < 0.1

Table 6.5: Muon identification and isolation requirements. The loose selection is
used to identify muons from Z candidates, while the tight selection is used for the W
candidates.

Secondary muons from b-jets and decays of pions are rejected by requiring that the

reconstructed muon is isolated from surrounding hadronic activity. As for electrons,

the isolation energy for tracker, ECAL, and HCAL is summed in a cone with �R <

Rel. Comb. Iso. =

⇣
Iso.

ECAL
+ Iso.

HCAL
+ Iso.

Trk � ⇡�R2⇢
⌘
/pT

Cut Summary:
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Electron Identification

๏ Require pT > 20 GeV and |η| < 1.4442 or 1.560 < |η| < 2.5

๏ Require ECAL deposit and track consistent

• Rejects combinatorial background

๏ Reject conversions using distance and angle to conversion track candidate

• cot Δθ, |dist|

๏ Use shower η width, σiηiη and isolation to reject jets

•  

๏ Selection criteria organized as 85% and 80% efficiency  ‘working points’

12

81

these working points is given in Table 6.1.

WP85 WP80
Barrel Endcap Barrel Endcap

�'vtx 0.039 0.028 0.027 0.021
�⌘vtx 0.005 0.007 0.005 0.006
| cot �#| 0.02 0.02 0.02 0.02
|dist| 0.02 0.02 0.02 0.02
�i⌘i⌘ 0.01 0.031 0.01 0.031
Combined relative isolation 0.053 0.042 0.04 0.033

Table 6.1: Selection criteria for the WP80 and WP85 electron candidates in the
ECAL barrel and ECAL endcap.

The WP85 selection e�ciency is estimated from data using the ‘tag-and-probe’,

or T&P, method [46]. This method is based on a simultaneous fit of signal and

background distributions of electron pairs where one electron, the ‘tag’, passes full

identification criteria and the other, the ‘probe’, either passes or failds the selection

criterion. These e�ciencies are measured di↵erentially in pT, ⌘, and vertex multi-

plicity in the data and MC with di↵erences arises from the calibration of the ECAL,

which evolves in time with radiation dose. These di↵erences are corrected for in the

MC by applying a per electron weight calculated as the ratio of e�ciency in data to

that in MC. The e�ciencies in MC agree with those measured from data to better

than 3% and the the scale factors used can be seen in Figure 6.1 for Run 2011 A and

6.2 for Run 2011 B.
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6.1.2 Electron Selection

SuperClusters (SC), deposits of electromagnetic energy associated with electrons are

required to be inside the ⌘ coverage of the tracker, |⌘| < 2.5. The crack region between

barrel and endcap sections of the ECAL, 1.4442 < |⌘| < 1.566, is also excluded since

energy reconstruction and background rejection are degraded in this region.

The width of the SC in ⌘ is characterized by the quantity �i⌘i⌘, defined as:

�2
i⌘i⌘ =

P
(⌘i � ⌘̄)2 wiP

wi

, ⌘̄ =

P
⌘iwiP
wi

, wi = max (0, 4.7 + log(Ei/E5⇥5)) , (6.1)

where the sum runs over the 5 ⇥ 5 crystal matrix around the most energetic crystal

in the SC. The SC width is required to be narrow, consistent with the profile of

an electromagnetic shower. The reconstructed electron track is required to have no

missing hits to reduce background from combinatorics. Early photon conversions

can also be reconstructed as electrons, since they produce electron pairs that make

it to the calorimeter. These conversions are rejected based on the distance, |dist|,

and angle, | cot �#|, to partner tracks indicative of electron pair production from

photons. To select energetic electrons, indicative of electroweak boson production,

each selected electron is required to have a transverse momentum pT > 20 GeV.

The production of two electroweak bosons in an event requires a significant trans-

fer of energy between partons from the colliding protons. This results not only in

energetic lepton tracks originating from the vertex but also a larger amount of lower

energy tracks as well. To select electrons coming from the interation vertex, the trans-

verse distance of closest approach, or impact parameter, d0 to the event’s primary

vertex1, PV, is required to be less than 0.02 cm. Additionally, the z component of

the impact parameter, dz, is required to be less than 0.1 cm. These two cuts together

1The reconstructed vertex with the largest scalar pT sum of associated tracks.

85% Working Point (WP85) 
main analysis selection

80% Working Point (WP80) 
used to compare EM shower behavior
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Photon Identification

๏ Photon pT > 15 GeV, |η| < 1.4442 and 1.560 < |η| < 2.5

๏Require little HCAL activity behind SuperCluster (H/E)

๏Use σiηiη to reject/estimate jet-fakes

๏ Electron rejection (pixel seed veto)

๏ Isolation pileup corrected with effective areas

• Complex veto regions around photon SC,

- Remove conversion tracks, remove extended conversion deposit

• Different for each subdetector

13

85

Description criterion

Kinematics ET > 15 GeV
1.4442 < |⌘| < 1.566 and |⌘| < 2.5

Ratio of HCAL to ECAL energy (H/E) < 0.05
Shower width, �i⌘i⌘ < 0.011 in EB and < 0.030 in EE

Photon has pixel seed False for both EB and EE photons
Tracker Isolation Itrk � 0.001 · ET � ⇢ · Atrk

eff < 2.0
ECAL Isolation IECAL � 0.006 · ET � ⇢ · AECAL

eff < 4.2
HCAL Isolation IHCAL � 0.0025 · ET � ⇢ · AHCAL

eff < 2.2

Table 6.2: Photon identification and isolation criteria. The �i⌘i⌘ variable is used in
a fit to determine the estimated fraction of jets reconstructed as photons which pass
all cuts. E↵ective areas, Aeff for EB and EE are given in Table 6.3.

function of sub-detector. For all isolation criteria the outer edge of the cone is defined

to be �R < 0.4. The tracking isolation sum is calculated by vetoing energy within a

cone of �R < 0.05. However this is not expected to depend much on pileup since the

tracking isolation is calculated using only those tracks associated with the primary

vertex of the event. ECAL isolation energy is summed by vetoing a rectangular region

of size �⌘ ⇥�' = 0.04⇥ 0.40 to minimize e�ciency loss from photon conversions, as

well as an inner veto cone of �R < 0.04 to remove the super cluster. HCAL isolation is

performed with a central veto cone of �R < 0.15, to decorrelate the HCAL isolation

cut from the cut on the ratio of hadronic to electromagnetic energy immediately

around the SC. Ae↵, defined as ‘e↵ective area’, is calculated by determining the slope

of the quantities Itrk
⇢

, IECAL

⇢
, and IHCAL

⇢
, the ratios of a specific isolation to the average

energy density ⇢ calculated from the FastJet package. The values of Ae↵ are tabulated

for all three isolation criteria separately for barrel and endcap in Table 6.3. The

tracking isolation has a small e↵ective area, 0.0167 cm2 (EB) and 0.032 cm2 (EE),

and hence a small dependence on pileup as expected. Once the e↵ective areas are

determined, the corrected isolation for a subdetector is calculated as Iso � ⇢ · Aeff .

The cuts are summarized in Table 6.2.

86

Isolation barrel endcap

Tracker 0.0167 0.032
ECAL 0.183 0.090
HCAL 0.062 0.180

Table 6.3: Aeff used for PU correction for photon selection for barrel and endcap,
respectively.

The e�ciency of the H/E, �i⌘i⌘, and isolation requirements are determined using

electron based tag-and-probe, where the probe electron’s SC is matched to the corre-

sponding reconstructed photon. The tag electron is required to pass WP80 selection

criteria, the pixel seed veto requirement is dropped for the probe and the resulting

e�ciency scale factors are given in Figures 6.3 for Run 2011 A and 6.4 for Run 2011

B.

The e�ciencies for the pixel seed veto are calculated using Z ! µµ� FSR events,

where the tags are dimuons o↵ the Z peak and probes are reconstructed photons close

to one of the muons where the Z+Jets background is minimal. Using this pure sample

of photons the pixel seed veto e�ciency is extracted from data and equivalently in

MC. Again, a scale factor is constructed and applied to the MC as a correction factor,

shown in Table 6.4.

Data (%) MC (%) Data/MC (%)
Run 2011 A

EB 97.2 ± 0.3 97.8 ± 0.2 99.4 ± 0.3
EE 90.0 ± 0.9 91.0 ± 0.5 98.9 ± 0.9

Run 2011 B
EB 96.1 ± 0.4 97.1 ± 0.2 99.0 ± 0.4
EE 87.3 ± 1.3 89.3 ± 0.5 97.8 ± 1.6

Table 6.4: The photon pixel seed e�ciencies as derived from photon FSR tag-and-
probe.

Effective Areas:
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Event Selection: Trigger & Clean Crossing

14

๏Double Object Triggers: (use DoubleMu/E)

• Isolated electrons 17 GeV leading, 8 GeV trailing thresholds

• Non-isolated muons 13 GeV leading, 8 GeV trailing

• 5.0 fb-1 recorded

๏Require a well measured vertex to be present

• |d0| < 2 cm , |dZ| < 24 cm , ndof > 4

๏Remove events with beam scraping

• 25% of all tracks present point towards interaction region
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Zγ Event Selection Summary

๏ Z(ee)γ (two good electrons)

• Apply run-dependent energy scale 
correction

• pT > 20 GeV

• In ECAL fiducial region 

• Use WP85 selection criteria

• Require HLT match to both legs of trigger

15

๏ Z(μμ)γ (two good muons)

• pT > 20 GeV, |η| < 2.4

• Well-reconstructed track 

• PU corrected rel. comb. iso < .1

• Require HLT match to both legs of trigger

๏ Dilepton Mass > 50 GeV

๏ Select the highest pT photon passing selection

• Apply run dependent energy scale correction

• pT > 15 GeV, ECAL fiducial cuts

• Passes photon isolation and ID criteria 

• ΔR(l,γ) > 0.7

Before Cuts: 58582068 evts. Before Cuts: 56945443 evts.

After Z Selection: 84045 evts. After Z Selection: 130961 evts.

After Full Zγ Selection: 6463 evts.After Full Zγ Selection: 4108 evts.
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Figure 6.5: Muon e�ciency scale factors for the 2011 A and B run periods.

Event Selection: Muon Efficiency

๏Tag and Probe to measure 
efficiencies

• Exploit Z(μμ) resonance

• Tag fully identified muon

• Probe passes or fails selection 
criteria

• Fit Z peak to extract efficiency

๏ In this analysis use efficiency ratios 
to scale MC to data efficiencies

• Maps of ‘scale factors’ adjust 
efficiencies differentially

• Realistic modification of MC muon 
distributions

16
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Event Selection: Electron Efficiency

๏Two Tag & Probe Steps

• Measure ID eff. using 
Triggered Electron + HLT 
SuperCluster

• Measure trigger eff. using 
Triggered Electron + non-
isolated trigger electron

๏Apply to MC statistically

• Scale factors evolve with time

- changing beam conditions

• Ensure MC approximates 
composition of data

17
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Figure 6.1: Electron e�ciency scale factors for the 2011 A run period.
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Event Selection: Photon Efficiency

๏Photons not triggered

• but hard to find pure source of 
photons

• Use Z electrons to measure 
efficiency except pixel seed veto

๏Measure pixel seed veto 
efficiency with high-purity FSR 
Z(μμγ) events

• Tag and probe using offshell Z 
as tag and photon as probe
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Figure 6.4: Photon e�ciency scale factors for the 2011 B run period.

86

Isolation barrel endcap

Tracker 0.0167 0.032
ECAL 0.183 0.090
HCAL 0.062 0.180

Table 6.3: Aeff used for PU correction for photon selection for barrel and endcap,
respectively.

The e�ciency of the H/E, �i⌘i⌘, and isolation requirements are determined using

electron based tag-and-probe, where the probe electron’s SC is matched to the corre-

sponding reconstructed photon. The tag electron is required to pass WP80 selection

criteria, the pixel seed veto requirement is dropped for the probe and the resulting

e�ciency scale factors are given in Figures 6.3 for Run 2011 A and 6.4 for Run 2011

B.

The e�ciencies for the pixel seed veto are calculated using Z ! µµ� FSR events,

where the tags are dimuons o↵ the Z peak and probes are reconstructed photons close

to one of the muons where the Z+Jets background is minimal. Using this pure sample

of photons the pixel seed veto e�ciency is extracted from data and equivalently in

MC. Again, a scale factor is constructed and applied to the MC as a correction factor,

shown in Table 6.4.

Data (%) MC (%) Data/MC (%)
Run 2011 A

EB 97.2 ± 0.3 97.8 ± 0.2 99.4 ± 0.3
EE 90.0 ± 0.9 91.0 ± 0.5 98.9 ± 0.9

Run 2011 B
EB 96.1 ± 0.4 97.1 ± 0.2 99.0 ± 0.4
EE 87.3 ± 1.3 89.3 ± 0.5 97.8 ± 1.6

Table 6.4: The photon pixel seed e�ciencies as derived from photon FSR tag-and-
probe.

Pixel Seed Veto Efficiencies:
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Photon Energy Corrections From PHOSPHOR

๏Data-driven fit of PHOton Scale 
and Resolution

๏ Uses FSR μμγ invariant mass 

• Energy Scale from Z peak position

• Energy Resolution from Z width

๏ Pileup dependence of energy scale 
is averaged over by run period

๏ Scale in data is different from MC 
due to

• Material budget mis-modeling

• GEANT4 shower mis-modeling

• ECAL calibration
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Figure 3: Fake ratio result for gJet and QCD events in the CMS barrel in 2011.
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Figure 4: Left: The invariant mass of the µµg system for Z ! µµg events selected in data to-
gether with the fitted model. The photon is required to be in the barrel and have the transverse
energy between 15 and 20 GeV. The photon energy scale and resolution and the fraction of the
signal events are floated in the fit. Right: The photon energy scale as a function of the photon
transverse energy for the simulation (MC Truth) and for a fit to the simulation (MC Fit) and to
the data (Data Fit).
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Figure 3: Fake ratio result for gJet and QCD events in the CMS barrel in 2011.
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Zγ Cross Section: Backgrounds

๏There are three main sources of background for Zγ

• Photons from jet-fakes

- Determine amount using Template Method (next slide)

• TTbar: Real leptons + fake photon (Taken from MC)

• Z(ττ)γ: τ decays to e/μ + ν  (Taken from MC)

20
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Figure A.3: Template fit results in the ECAL endcap for 15 GeV < p�
T < 60 GeV

in the muon channel. The blue line is the signal template and the red line is the
background template.
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Figure 53: The correlation between <sihih > and IsoTRK for each pT bin in the endcap region.
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Figure 54: W+Bkg photon (light green histogram) and estimated (blue line) background sihih
distributions from MC simulation and data (black dots) for each pT bin in barrel region. MC
distributions are normalized to the same luminosity as the data sample.
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Figure 51: The sihih distributions for barrel (left) and endcap (right) in different Eg
T bins (15 �

20 GeV, 20 � 25 GeV, and 25 � 30 GeV). Data FSR photon is shown in black dots, MC FSR
photon is shown in filled green histogram, and MC Wg is shown in red histogram.
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Figure 50: The sihih distributions for barrel (left) and endcap (right). The difference of mean
values between simulation (filled green histograms) and data (black dots) are accounted for by
shifting the simulation signal shapes.

Fake γ Bkg: Template Method
๏ Use two component fit:

๏ Signal templates are obtained from Madgraph W/Zγ samples

• Use Zee candidates to determine Data/MC shift

• Templates from FSR Zγ used as a cross check to validate MC signal template

๏ Background templates are data-driven

• Taken from inverted track isolation sideband in Jet dataset

-  

• Shape difference between MC and data-driven templates used as systematic

๏ The fit is performed using an unbinned extended maximum log likelihood fit

21

Example Unbinned Fit

f(�i⌘i⌘) = NS · S(�i⌘i⌘) + NB ·B(�i⌘i⌘)

Signal Template EM Shower Modeling

Background
Template

93

6.2.1 Signal Component Shape

The signal shape is obtained from a MadGraph of W� events. The simulation of the

electromagnetic showers in MC is cross checked against the data using Z! ee events.

These events are selected by the di-electron triggers described in Sec. 6.1.1. Events

are further required to have at least two electron candidates with pT > 20 GeV and

pass WP80 selection criteria described in Sec. 6.1.2 but without the �i⌘i⌘ requirement.

Both electron candidates are required to be identified in the ECAL fiducial volume

and have invariant mass between 60 and 120 GeV. One of the electron candidates, a

tag, is required to pass the tight trigger criteria of the di-electron trigger, while no

trigger requirements are applied on the other electron candidate, a probe. The purity

of this selection is calculated to be 99% for both barrel and endcap regions.

The comparison of the �i⌘i⌘ distributions for the probe in data and MC indi-

cates that the mean of the �i⌘i⌘ distribution in data is smaller than in simulation by

0.9⇥10�4 (2.0⇥10�4) for barrel(endcap) and corresponds to 1%.(0.8%) of the average

�i⌘i⌘ values in MC, which are corrected for the observed shift. The comparison of

electron showers in data to those in MC is shown in Figure 6.6. The shift is is used

to estimate a systematic error, discussed in Section 6.4.

6.2.2 Background Component Shape

The background templates were made from jet-enriched selected events. Photon can-

didates in these events are required to pass the photon selection criteria described in

Sec. 6.1.3, except for the �i⌘i⌘ requirement and the tracker isolation criterion IsoTRK

which is altered to select a sideband:

• 2 GeV < IsoTRK � 0.001E�
T � 0.0167⇢ < 5 GeV for EB

• 2 GeV < IsoTRK � 0.001E�
T � 0.0320⇢ < 3 GeV for EE
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trigger requirements are applied on the other electron candidate, a probe. The purity

of this selection is calculated to be 99% for both barrel and endcap regions.

The comparison of the �i⌘i⌘ distributions for the probe in data and MC indi-

cates that the mean of the �i⌘i⌘ distribution in data is smaller than in simulation by

0.9⇥10�4 (2.0⇥10�4) for barrel(endcap) and corresponds to 1%.(0.8%) of the average

�i⌘i⌘ values in MC, which are corrected for the observed shift. The comparison of

electron showers in data to those in MC is shown in Figure 6.6. The shift is is used

to estimate a systematic error, discussed in Section 6.4.

6.2.2 Background Component Shape

The background templates were made from jet-enriched selected events. Photon can-

didates in these events are required to pass the photon selection criteria described in

Sec. 6.1.3, except for the �i⌘i⌘ requirement and the tracker isolation criterion IsoTRK

which is altered to select a sideband:

• 2 GeV < IsoTRK � 0.001E�
T � 0.0167⇢ < 5 GeV for EB

• 2 GeV < IsoTRK � 0.001E�
T � 0.0320⇢ < 3 GeV for EE
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Zγ Template Method Yields
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Figure 6.12: The results of applying the template method to the �i⌘i⌘ distributions
in the observed data for the electron (top) and muon (bottom) channels in the EB
(left) and EE (right). The black error bar is the statistical error and the hashed
region represents additional systematic error. The significantly higher data-derived
fake rate is expected.
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Figure 6.12: The results of applying the template method to the �i⌘i⌘ distributions
in the observed data for the electron (top) and muon (bottom) channels in the EB
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region represents additional systematic error. The significantly higher data-derived
fake rate is expected.

๏Underestimation        Z
+Jets background a 
known effect

• Data-driven method 
described jet-fakes better 
by construction

• Reweigh MC Z+Jets 

-  

• Reweighed in photon pT

- Projected into other 
quantities

wi =
Template Yieldi

MC Yieldi
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Zγ Distributions: Photon ET

๏Photon ET distribution 
agrees with MadGraph5 

• Normalized to MCFM

• Agreement over nearly 
two orders of magnitude

๏Z+Jets Background 
distribution normalized 
to template method 
yield and shape
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Figure 6.9: The fully selected distributions for the ee� channel.
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Figure 6.10: The fully selected distributions for the µµ� channel.
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Zγ Distributions: MZ

๏EM I/FSR turned off in 
MG5 samples

• Causes poor modeling of 
Z peak FSR tail

• Initially to avoid double 
counting

• Effect < 1% on acceptance
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Figure 6.10: The fully selected distributions for the µµ� channel.
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Zγ Distributions: MZγ

๏ISR spectrum is well 
modeled by MC

๏Good agreement to 
high invariant mass
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Figure 6.10: The fully selected distributions for the µµ� channel.
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Zγ Distributions: Zγ pT Distributions

๏Distributions in both 
channels agree 

• Inclusively matched Zγ 
sample describes data

26
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Figure 6.9: The fully selected distributions for the ee� channel.
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Zγ Cross Section: Systematics

๏ Luminosity uncertainty

• Luminosity measured by pixel cluster counting

• Driven by uncertainty in luminous region, activation

๏ Photon/Electron energy scale uncertainty

• Absolute photon energy scale measured from data

• Uncertainties on scale drive bin migrations

• Photon & Electron scales correlated and varied simultaneously 
in eeγ channel

๏ Photon/Electron energy resolution

• Resolution of electrons and photons in MC not same as data

• Smear MC to match data resolution

• Change in selected events used to estimate error
27
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Zγ Cross Section: Systematics

๏ Pileup estimation

• MC pileup distribution is reweighed to match data

• Measured proton-proton cross section used

- 68.3 ± 3.4 mb  

• Vary to determine effect on MC acceptance

๏ PDF uncertainties

• PDFs experimentally measured

• Vary associated error eigenvectors to created weights

- Measure reweighting effect on acceptance

๏ Data / MC scale factor uncertainties

• Data/MC scale factors have statistical uncertainties

• Also uncertainty on bkg model choice

• Vary individual scale factors, assess change in data-averaged scale factor

28
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Template Method Systematics

๏ Shift of the MC signal template

• Known GEANT4 ‘feature’: EM showers are not properly simulated, resulting in 
larger showers

• Extract background with and without shift, assign difference as systematic

๏ Sideband Bias & Signal Contamination

• Tracking Isolation sideband is chosen to be minimally correlated with σiηiη 

- Some bias remains

• Tracking isolation sideband is not completely free of real photons, makes 
template more ‘signal-like’

• Estimate both using MC by vetoing or enhancing the real photon contribution

๏ Statistical Sampling of the Underlying Distribution

• Statistical sampling of background template is finite and for low statistics can 
under-sample tails, causing a bias.

• Estimate bias using a bootstrapping procedure, estimating variance with ‘toy 
templates’ that have the statistics of the data-driven templates

29
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Zγ Cross Section: Systematics Summary

30

107

ee� µµ�
Source Systematic uncertainty E↵ect on Nsig

Electron and photon energy scale ele: 0.5%; pho: 1% (EB) 3% (EE) 3.0 % n/a
Photon energy scale 1% (EB) 3% (EE) n/a 4.19%
Muon pT scale 0.2% n/a 0.60%
Total uncertainty on Nsig 3.0 % 4.23%

Source Systematic uncertainty E↵ect on F = A · ✏MC

Electron and photon energy resolution 1% (EB), 3% (EE) 0.2 % n/a
Photon energy resolution 1% (EB), 3% (EE) n/a 0.06%
Muon pT resolution 0.6% n/a 0.08%
Pileup Vary estimated PU using 68.3 ± 3.4 mb 0.6 % 0.44%
PDF CTEQ6L reweighting 1.1% 1.10%
Signal Modeling 0.6 % 1.10%
Total uncertainty on F = A · ✏MC 1.4 % 1.22%

Source Systematic uncertainty E↵ect on ⇢eff

Electron reconstruction 0.4% 0.8 % n/a
Electron trigger 0.1% 0.1 % n/a
Electron ID and isolation 2.5% 5.0 % n/a
Muon trigger 1.5% n/a 1.0 %
Muon reconstruction 0.9% n/a 1.0 %
Muon ID and isolation 0.9% n/a 2.30%
Photon ID and isolation 0.5% (EB), 1.0% (EE) 0.5 % 1.00%
Total uncertainty on ⇢eff 5.1 % 2.51%

Source Systematic uncertainty E↵ect on background yield
Template method 4.4% (EB), 5.6% (EE) 5.1 % n/a

4.9% (EB), 5.8% (EE) n/a 5.5%
Total uncertainty on background 5.1 % 5.5%

Source Systematic uncertainty E↵ect on luminosity
Luminosity 2.2% 2.2% 2.2%

Table 6.7: A summary of all systematic uncertainties on A·", ⇢e↵, Nsig and Luminosity.

eeγ
μμγ
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Zγ Cross Section: Measurement

๏Theoretical Cross Section: 5.45 +/- 0.27 pb (scale + PDF)

๏Cross Section from data:

31

Input parameters for: 

110

Equation (7.1) can therefore be rewritten as

� =
Nobs � Nbkg

F · ⇢eff · L . (7.2)

F``� is calculated from MC, as F``� is defined as Naccept/Ngen, kin, where Naccept

is the number of events passing all selection cuts, and Ngen, kin is the number of

generated events with E�
T > 15, �R`,� > 0.7.

7.1 Extraction of the Cross Section

This section describes the measurement of the production cross section for Z� ! ``�,

where ` = e, µ. As the cross section diverges at LO for soft photons or collinear to

charged lepton, the measurement is restricted to the following kinematic range:

• The transverse photon energy must be larger than 15 GeV.

• The lepton and the photon must be spatially separated by �R(`, �) > 0.7.

Parameters Z� ! ee� Z� ! µµ�
Nobserved 4108 ± 64.1 (stat.) 6463 ± 80.4 (stat.)
NDataDriven

background 905.9 ± 49.8 (stat.) ± 31.5 (syst.) 1404.3 ± 56.4 (stat.) ± 77.0 (syst.)
N other

background 21.2 ± 1.8 (stat.) 23.7 ± 2.2 (stat.)
NSig 3154.2 ± 81.0 (stat.)± 95.1 (syst.) 5034.9 ± 98.2 (stat.) ± 213.2 (syst.)
A · ✏MC 0.132 ± 0.0018 (syst.) 0.196 ± 0.001 (stat.)
⇢eff 0.929 ± 0.0466 (syst.) 0.945 ± 0.016 (syst.)R

L dt 4961.1 ± 109.1 (syst.) 4998.9 ± 110.0 (syst.)

Table 7.1: Summary of parameter values for the Z� cross section measurement for
the full 2011 dataset.
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tion factors for electron and photon reconstrution and identification e�ciencies, i.e.,

⇢2
reco · ⇢2

WP85 · ⇢� · ⇢trigger. For electrons and photons in barrel and endcap, di↵erent

correction factors are considered. Similar to the electron channel, ⇢eff in Z� ! µµ�
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is calculated as a product of data/MC correction factors for muon and photon recon-

strution and identification e�ciencies.

The numbers that are used to calculate the cross sections are summarized in Table

7.1. The measured cross sections are:

�(pp ! Z� ! ee�) = 5.20 ± 0.13 (stat.) ± 0.30 (syst.) ± 0.11 (lumi.) pb.

�(pp ! Z� ! µµ�) = 5.43 ± 0.10 (stat.) ± 0.29 (syst.) ± 0.12 (lumi.) pb.

Since the cross sections are found to be consistent with each other within their errors,

the electron and muon channels are combined using a best linear unbiased estimate

(BLUE), e↵ectively an error weighted average of the individual cross sections [69].

Applying this method improves the precision on the measurement since it reduces

the uncertianty coming from uncorrelated systematics, in addition to the 1/
p

2 gain

in statistical accuracy. The cross section derived from the BLUE combination is:

�(pp ! Z� ! ``�) = 5.33 ± 0.08 (stat.) ± 0.25 (syst.) ± 0.12 (lumi.) pb.

All three results are consistent with the theoretical NLO cross section prediction of

5.45 ± 0.27 pb. within errors.

Finally, we present a summary of the Z� cross sections measured with di↵erent

lower bounds on the photon pT. The measured cross sections, predictions from the

Monte Carlo generator MCFM, and their errors are summarized in Table 7.2 and

shown in Figure 7.1.

�(pp ! Z� ! ee�) = 5.20± 0.13 (stat.)± 0.30 (syst.)± 0.11 (lumi.)

�(pp ! Z� ! µµ�) = 5.43± 0.10 (stat.)± 0.29 (syst.)± 0.12 (lumi.)
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Zγ Cross Section: Theory Comparison

๏Zγ cross section 
consistent with MCFM 
at higher pT

• Error is half systematic 
at > 60, 90 GeV

32
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Z�
ee� µµ�

E�
T > 60 GeV 0.142 ± 0.019(stat.) ± 0.019(syst.) ± 0.003(lumi.) 0.139 ± 0.013(stat.) ± 0.015(syst.) ± 0.003(lumi.)

Combination 0.140 ± 0.011(stat.) ± 0.013(syst.) ± 0.003(lumi.) pb
NLO Prediction 0.124 ± 0.009 pb
E�

T > 90 GeV 0.047 ± 0.013(stat.) ± 0.010(syst.) ± 0.001(lumi.) 0.046 ± 0.008(stat.) ± 0.010(syst.) ± 0.001(lumi.)
Combination 0.046 ± 0.007(stat.) ± 0.009(syst.) ± 0.001(lumi.) pb
NLO Prediction 0.040 ± 0.004 pb

Table 7.2: The summary of the Z�cross section measurements and predictions for
photon pT > 60 and 90 GeV.
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Figure 7.1: The summary of all cross section measurements for the Z� channel.
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Limits on Anomalous 
Triple Gauge Couplings
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aTGC Introduction

● SM gives exact values for TGCs couplings, but TGCs are the least well measured 
quantity in EWK physics
● Anomalous TGC (aTGC) is the signature of New physics

● Wg production contains process with WWg TGC 

● we measure Dk
g
 and l

g

● For Zg production TGC ZZg and Zgg are forbiden in SM

● we measure h
3

Z, h
4

Z, h
3

g and h
4

g

● Using the approach without the scale factor
● CLs criteria was used to set the upper limits on coupling parameters

● However it has been decided on joint ATLAS&CMS meeting to move back to the 
LLH approach
● We will move to LLH after the pre-approval

● SM gives exact values for TGCs couplings, but TGCs are the least well measured 
quantity in EWK physics
● Anomalous TGC (aTGC) is the signature of New physics

● Wg production contains process with WWg TGC 

● we measure Dk
g
 and l

g

● For Zg production TGC ZZg and Zgg are forbiden in SM

● we measure h
3

Z, h
4

Z, h
3

g and h
4

g

● Using the approach without the form factor
● CLs criteria was used to set the upper limits on coupling parameters

● However it has been decided on joint ATLAS&CMS meeting to move back to the 
LLH approach
● We will move to LLH after the pre-approval

๏Non-Abelian SU(2)LxU(1) symmetry of SM exactly predicts 
couplings of gauge bosons

• Least well-measured portion of the SM

• Anomalous gauge couplings are a clear sign of BSM physics

๏ Zγ has no natural triple gauge couplings in the SM

• CMS sets limits on h3Z,γ and h4Z,γ

๏ Form factor not applied

• ‘Raw’ coupling limits presented

๏ Limits set using modified frequentist CLs methodology, 

aTGC Limits
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Due to Yang’s theorem [24], all of these couplings vanish at leading order in the SM

and when the incoming particles are on shell4. For both � and Z initiated couplings,

h1 and h2 are CP-odd while h3 and h4 are CP-even, leading to slightly di↵erent

kinematic dependencies for each coupling. The terms multiplying h1,3 scale as the

center of mass energy of the incoming parton, ŝ, while h2,4 scale as ŝ · q2
2, resulting

in more significant variations in the theoretical cross section when attempting to

determine h2,4 using experimental data.

Finally, none of the couplings as defined preserve unitarity at high energies since

they grow without bound as a function of the incoming vector boson’s energy. Moti-

vations for a form of regularization of the couplings are given in [11]. The result being

the use of an ad-hoc ‘form-factor’ that supresses the coupling at very high energies.

The general form of the commonly used dipole form factor is given in Equation 2.4.

The dipole form-factor suppresses the divergent behavior of neutral aTGCs at high

energy, above the cuto↵ scale ⇤.

f(ŝ) =
1

(1 + ŝ/⇤2)n
(2.4)

This simulates the e↵ect of resolving new physics at some cuto↵ scale5 which is above

the kinematic reach of existing hadron colliders6. However, while these form factors

do regularize the contributions of aTGCs at arbitrarily high energies, they are not

entirely necessary when searching for new physics using diboson production. One

can take as an example the attempt to compare limits on new physics at di↵erent

hadron colliders where one hadron collider uses a cuto↵ scale that is well below the

other’s kinematic reach [23]. In order to compare results, the collider with higher

4i.e. when the photon is massless or the Z is exactly 91.18 GeV
5or ‘Scale of New Physics’, ‘Mass Scale’. Mathematically, a non-infinite integration bound.
6As a rule of thumb, the kinematic reach of a proton-proton collider is half the center of mass

energy of the beam and for a proton-antiproton collider it is about 2/3 the center of mass energy.
This di↵erence comes from the probing valence (anti)quarks in the (anti)protons versus probing
valence quarks in one proton and sea quarks in the other.
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Table 14: One-dimensional limits on Zg anomalous trilinear gauge couplings.
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Figure 13: 95% confidence level contours for WWg (left), Zgg (center), and ZZg (right) cou-
plings from the combined information of the electron and muon channels.

9 Summary601

We presented an updated measurement of the Vg + X production using leptonic decays of602

W ! en, W ! µn, Z ! ee, and Z ! µµ at
p

s = 7TeV. The measurements are based603

on 7TeV data recorded by the CMS experiment at the LHC in 2011 and corresponding to an604

integrated luminosity of 5 f b�1 and made with different Eg
T thresholds. The measured cross605

section s(pp ! Zg) = 37.0 ± 0.80(stat.) ± 0.11(syst.) ± 0.81(lumi.) pb and s(pp ! Wg) =606

5.33 ± 0.08(stat.)± 0.25(syst.)± 0.12(lumi.) pb with Eg
T > 15 GeV are found to be consistent607

with the standard model prediction. The agreements still hold with higher Eg
T thresholds, 60608

and 90 GeV. The most stringent limits on anomalous trilinear WWg, Wgg, ZZg, and Zgg gauge609

couplings are set at95% confidence level assuming no form factor. No evidence for physics be-610

yond the SM is observed.611

๏No observed excess

๏Observed limit is 1σ 
under-fluctuated

• Comes from electron 
channel

๏Most stringent limits 
on aTGCs thus far

aTGC Limits: Zγ, ee + μμ
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CMS aTGC Limits Comparison: LEP
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๏LEP limits set with no form 
factor using pT and decay angles

• Used neutrino and quark decays 
of Z

• Can differentiate h1,2 from h3,4

• Access to sign of h3,4

๏All limits from LEP beat by CMS

• More than 2 orders of 
magnitude

• Due to extended kinematic 
reach and statistics
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The OPAL collaboration also used a pT and angular based analysis of the ⌫⌫̄� and

qq̄� final states to probe for anomalous couplings [29]. This analysis represents the

most advanced and precise of all the LEP analyses summarized here. In the OPAL

analysis, the selection of the photon is common between the hadronic and leptonic

channels, requiring: 50 GeV < E� < 90 GeV and 15� < ✓� < 165�. The resulting

aTGC limits are presented in Figure 8.7.
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Figure 6: Negative log-likelihood function for the hZ
i couplings as obtained from the analysis of the

qq� channel (dash-dotted line), of the ��̄� channel (dashed line) and from their combination (solid
line).
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Figure 8.7: Limits on anomalous triple gauge couplings from the OPAL collaboration
using the e+e� ! qq̄� and e+e� ! ⌫⌫̄� final states. Limits are set on all eight
anomalous couplings using a multidimensional fit based on MC yields. Both pT and
angular information are input to the fit. No form factor is used. [29]

Throughout all the studies performed and limits set by the four LEP collaborations

there were no statistically significant deviations of the measured neutral aTGCs from

their predicted standard model values. However, it is of note that the sensitivity of

the experiments was intrinsically kinematically limited by the LEP center of mass

energy of 208 GeV, and the e↵ect of the aTGCs depends critically on the available

energy in the initial state. Nevertheless, these measurements played a crucial role

in improving the analysis techniques, both theoretically and in terms of statistical
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using the e+e� ! qq̄� and e+e� ! ⌫⌫̄� final states. Limits are set on all eight
anomalous couplings using a multidimensional fit based on MC yields. Both pT and
angular information are input to the fit. No form factor is used. [29]

Throughout all the studies performed and limits set by the four LEP collaborations

there were no statistically significant deviations of the measured neutral aTGCs from

their predicted standard model values. However, it is of note that the sensitivity of

the experiments was intrinsically kinematically limited by the LEP center of mass

energy of 208 GeV, and the e↵ect of the aTGCs depends critically on the available

energy in the initial state. Nevertheless, these measurements played a crucial role

in improving the analysis techniques, both theoretically and in terms of statistical

95% CL @ -Δ log L = 1.96
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three improvement over the results published in Ref. [6].
The limits on the hZ

30, hZ
40, and h�

40 couplings improve
on the constraints from LEP2, and are the most restric-
tive to date. The limits on the CP-violating couplings hV

10

and hV
20 are, within the precision of this measurement, the

same as the limits on hV
30 and hV

40, respectively. Hence,
we can constrain the strength of the couplings but not
the phase. As the described method is sensitive only to
the magnitude and the relative sign between couplings,
the one- and two-dimensional limits are symmetric with
respect to the SM coupling under simultaneous exchange
of all signs. The 95% C.L. one-dimensional limits and
two-dimensional contours are shown in Figs. 2a and 2b
for the CP-conserving Z�� and ZZ� couplings, respec-
tively.
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In summary, we observe 51 ��̄� candidates with
17.3 ± 0.6(stat.) ± 2.3(syst.) background events us-
ing 3.6 fb�1 of data collected with the D0 detector at
the Tevatron. We measure the most precise Z� !
��̄� cross section to date at a hadron collider of 32 ±
9(stat. + syst.)±2(lumi.) fb for the photon ET > 90 GeV,
in agreement with the SM prediction of 39 ± 4 fb [17].
The statistical significance of this measurement is 5.1 s.d.,
making it the first observation of the Z� ! ��̄� process
at the Tevatron. We set the most restrictive limits on
the real parts of the anomalous trilinear gauge couplings
at hadron colliders at the 95% C.L. of |h�

30| < 0.033,
|h�

40| < 0.0017 and |hZ
30| < 0.033, |hZ

40| < 0.0017. Three
of these limits are world’s best to date. These limits ap-
proach the range of expectations for the contributions
due to one-loop diagrams in the SM [1, 2].
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Figure 8.8: Limits from D0 on anomalous triple gauge couplings using all leptonic
decay modes of the Z except that to taus. The spectrum shown to the left is for the
⌫⌫̄� final state only. [91]

the much larger branching ratio of the Z to the three neutrinos.
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Figure 8.9: Current limits from CDF on anomalous triple gauge couplings including
all leptonic decays of the Z aside from taus. [90]

8.4.3 aTGC Limits from ATLAS with 1 fb�1

The ATLAS experiment at the LHC has recently produced limits on Z� anomalous

triple gauge couplings [92]. The methodology used was a reweighing technique where a

fully reconstructed sample with an anomalous triple gauge coupling was produced and

then subsequently re-weighed using a quadratic function determined from generator
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8.4.3 aTGC Limits from ATLAS with 1 fb�1

The ATLAS experiment at the LHC has recently produced limits on Z� anomalous

triple gauge couplings [92]. The methodology used was a reweighing technique where a

fully reconstructed sample with an anomalous triple gauge coupling was produced and

then subsequently re-weighed using a quadratic function determined from generator

CDF:

๏All Tevatron limits set using 
form factor and pT distribution

• Λ < energies at LHC

• LHC would resolve particles 
responsible for low energy 
aTGCs in this case

- Not physically relevant scenario

- Arbitrarily limits LHC sensitivity

• Cannot directly compare
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Due to Yang’s theorem [24], all of these couplings vanish at leading order in the SM

and when the incoming particles are on shell4. For both � and Z initiated couplings,

h1 and h2 are CP-odd while h3 and h4 are CP-even, leading to slightly di↵erent

kinematic dependencies for each coupling. The terms multiplying h1,3 scale as the

center of mass energy of the incoming parton, ŝ, while h2,4 scale as ŝ · q2
2, resulting

in more significant variations in the theoretical cross section when attempting to

determine h2,4 using experimental data.

Finally, none of the couplings as defined preserve unitarity at high energies since

they grow without bound as a function of the incoming vector boson’s energy. Moti-

vations for a form of regularization of the couplings are given in [11]. The result being

the use of an ad-hoc ‘form-factor’ that supresses the coupling at very high energies.

The general form of the commonly used dipole form factor is given in Equation 2.4.

The dipole form-factor suppresses the divergent behavior of neutral aTGCs at high

energy, above the cuto↵ scale ⇤.

f(ŝ) =
1

(1 + ŝ/⇤2)n
(2.4)

This simulates the e↵ect of resolving new physics at some cuto↵ scale5 which is above

the kinematic reach of existing hadron colliders6. However, while these form factors

do regularize the contributions of aTGCs at arbitrarily high energies, they are not

entirely necessary when searching for new physics using diboson production. One

can take as an example the attempt to compare limits on new physics at di↵erent

hadron colliders where one hadron collider uses a cuto↵ scale that is well below the

other’s kinematic reach [23]. In order to compare results, the collider with higher

4i.e. when the photon is massless or the Z is exactly 91.18 GeV
5or ‘Scale of New Physics’, ‘Mass Scale’. Mathematically, a non-infinite integration bound.
6As a rule of thumb, the kinematic reach of a proton-proton collider is half the center of mass

energy of the beam and for a proton-antiproton collider it is about 2/3 the center of mass energy.
This di↵erence comes from the probing valence (anti)quarks in the (anti)protons versus probing
valence quarks in one proton and sea quarks in the other.
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level information to represent e↵ect of di↵erent anomalous triple gauge couplings.

The limits are set using the profile likelihood methodology. Unlike the CMS analysis

presented here, a jet veto is applied to remove the e↵ects of higher order corrections

to the Z� cross section. Like the CMS, CDF, and D0 analyses the ATLAS aTGC

limits are extracted using the photon pT distribution only and use only one bin in

photon pT to measure the deviation in the cross section. The results of this analysis

are shown in Figure 8.10.
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FIG. 4. The 95% CL intervals for anomalous couplings from ATLAS, D0 [3], CDF [1], CMS [5] and LEP [6] for (a),(b) the
neutral aTGCs h�

3 , hZ
3 , h�

4 , hZ
4 as obtained from Z� events, and (c) the charged aTGCs ��� , �� . Integrated luminosities and

new physics scale parameter � are shown. The ATLAS, CMS and Tevatron results for the charged aTGCs are measured from
W� production. The LEP charged aTGC results are obtained from WW production, which is sensitive also to the WWZ
couplings and hence required some assumptions about the relations between the WW� and WWZ aTGCs [6, 35–37]. The
sensitivity of the LEP data to neutral aTGCs is much smaller than that of the hadron colliders; therefore the LEP results have
not been included in (a) and (b).

low (15 GeV) and high (60 GeV or 100 GeV) photon
E�

T thresholds. For the high photon thresholds, where
multi-jet production dominates, the measured inclusive
W� cross sections are higher than the NLO calculations
for the inclusive pp ! l±��+X process, which do not in-
clude multiple quark/gluon emission. The measurements
are also compared to LO MC generators with multiple
quark/gluon emission in the matrix element calculations.
These LO MC predictions reproduce the shape of the

photon E�
T spectrum and the kinematic properties of the

leptons and jets in the W� and Z� candidate events.
The measurements of exclusive W� (Z�) production

with E�
T > 100 (60) GeV are used to constrain anoma-

lous triple gauge couplings (�� , ��� , hV
3 and hV

4 ). No
evidence for physics beyond the SM is observed. The lim-
its obtained in this study are compatible with those from
LEP and Tevatron and are more stringent than previous
LHC results.

Figure 8.10: Current one dimensional limits from ATLAS using 1 fb�1 of integrated
luminosity collected in 2011. A comparison to CDF, D0 and CMS 36 pb�1 results is
shown. [92]

8.4.4 Comparison To Presented Results

The results presented in this thesis represent a significant increase in statistical power

over the results from LEP, The Tevatron, and ATLAS at the LHC. The LEP results,

while they do make use of angular variables and decays of the Z with higher branching

fraction, are limited both in statistics and energy reach. The presented limits are more

stringent than the LEP results by at least two orders of magnitude in all cases.

The Tevatron results all use a form factor of 1.2-2 TeV, arbitrarily limiting their
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level information to represent e↵ect of di↵erent anomalous triple gauge couplings.

The limits are set using the profile likelihood methodology. Unlike the CMS analysis

presented here, a jet veto is applied to remove the e↵ects of higher order corrections

to the Z� cross section. Like the CMS, CDF, and D0 analyses the ATLAS aTGC

limits are extracted using the photon pT distribution only and use only one bin in

photon pT to measure the deviation in the cross section. The results of this analysis

are shown in Figure 8.10.
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FIG. 4. The 95% CL intervals for anomalous couplings from ATLAS, D0 [3], CDF [1], CMS [5] and LEP [6] for (a),(b) the
neutral aTGCs h�

3 , hZ
3 , h�

4 , hZ
4 as obtained from Z� events, and (c) the charged aTGCs ��� , �� . Integrated luminosities and

new physics scale parameter � are shown. The ATLAS, CMS and Tevatron results for the charged aTGCs are measured from
W� production. The LEP charged aTGC results are obtained from WW production, which is sensitive also to the WWZ
couplings and hence required some assumptions about the relations between the WW� and WWZ aTGCs [6, 35–37]. The
sensitivity of the LEP data to neutral aTGCs is much smaller than that of the hadron colliders; therefore the LEP results have
not been included in (a) and (b).

low (15 GeV) and high (60 GeV or 100 GeV) photon
E�

T thresholds. For the high photon thresholds, where
multi-jet production dominates, the measured inclusive
W� cross sections are higher than the NLO calculations
for the inclusive pp ! l±��+X process, which do not in-
clude multiple quark/gluon emission. The measurements
are also compared to LO MC generators with multiple
quark/gluon emission in the matrix element calculations.
These LO MC predictions reproduce the shape of the

photon E�
T spectrum and the kinematic properties of the

leptons and jets in the W� and Z� candidate events.
The measurements of exclusive W� (Z�) production

with E�
T > 100 (60) GeV are used to constrain anoma-

lous triple gauge couplings (�� , ��� , hV
3 and hV

4 ). No
evidence for physics beyond the SM is observed. The lim-
its obtained in this study are compatible with those from
LEP and Tevatron and are more stringent than previous
LHC results.

Figure 8.10: Current one dimensional limits from ATLAS using 1 fb�1 of integrated
luminosity collected in 2011. A comparison to CDF, D0 and CMS 36 pb�1 results is
shown. [92]
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The results presented in this thesis represent a significant increase in statistical power

over the results from LEP, The Tevatron, and ATLAS at the LHC. The LEP results,

while they do make use of angular variables and decays of the Z with higher branching

fraction, are limited both in statistics and energy reach. The presented limits are more

stringent than the LEP results by at least two orders of magnitude in all cases.

The Tevatron results all use a form factor of 1.2-2 TeV, arbitrarily limiting their
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FIG. 3. The measured cross section for (a) W� production, (b) Z� production as a function of the photon transverse energy,
in the extended fiducial region as defined in Table III, together with the SM model prediction. The lower plots show the ratio
between the data and the prediction of the MCFM generator.

Measured Measured Expected
⇤ 2 TeV 1 1

�
�

(-0.36,0.41) (-0.33,0.37) (-0.33,0.36)
�
�

(-0.079,0.074) (-0.060,0.060) (-0.063,0.055)
⇤ 1.5 TeV 1 1
h�

3

(-0.074,0.071) (-0.028,0.027) (-0.027,0.027)
hZ

3

(-0.051,0.068) (-0.022,0.026) (-0.022,0.025)
h�

4

(-0.0028,0.0027) (-0.00021,0.00021) (-0.00021,0.00021)
hZ

4

(-0.0024,0.0023) (-0.00022,0.00021) (-0.00022,0.00021)

TABLE VII. The measured and expected 95% CL intervals on
the charged (�

�

, �
�

) and neutral (h�

3

, hZ

3

, h�

4

, hZ

4

) anoma-
lous couplings. The results obtained using di↵erent ⇤ values
are shown. The two numbers in each parentheses denote the
95% CL interval.

Z� production with E�

T

> 60 GeV are used to extract
aTGC limits. The cross-section predictions with aTGCs
(�aTGC

W�

and �aTGC

Z�

) are obtained from the mcfm gener-
ator. The number of expected W� events in the exclu-
sive extended fiducial region (NaTGC

W�

(�
�

,�
�

)) for given

aTGCs are obtained as NaTGC

W�

(�
�

,�
�

) = �aTGC

W�

⇥
C

W�

⇥A
W�

⇥S
W�

⇥L. For the Z� case, NaTGC

Z�

(h�

3

, h�

4

)

or NaTGC

Z�

(hZ

3

, hZ

4

) are obtained in a similar way. The
anomalous couplings influence the kinematic properties
of W� and Z� events and thus the corrections for event
reconstruction (C

W�

and C
Z�

). The maximum varia-
tions of C

W�

and C
Z�

within the measured aTGC limits

are quoted as additional systematic uncertainties. The
limits on a given aTGC parameter (e.g. hV

i

) are ex-
tracted from the Bayesian posterior, given the extended
fiducial measurements. The Bayesian posterior probabil-
ity density function is obtained by integrating over the
nuisance parameters corresponding to all systematic un-
certainties and assuming a flat Bayesian prior in hV

i

. This
calculation has been done for multiple values of the scale
parameter ⇤ in order to be able to compare these results
with those from LEP [6], Tevatron [1–3] and CMS [5].
The limits are defined as the values of aTGC parame-
ters which demarcate the central 95% of the integral of
the likelihood distribution. The resulting allowed ranges
for the anomalous couplings are shown in Table VII for
WW� and ZV �. The results are also shown in Figure 4,
along with the LEP, Tevatron and CMS measurements.

X. SUMMARY

The production of W� and Z� boson pairs in 7 TeV
pp collisions has been studied using 1.02 fb�1 of data
collected with the ATLAS detector. The measurements
have been made using the pp ! l±⌫� + X and pp !
l+l�� + X final states, where the charged lepton is an
electron or muon and the photons are required to be
isolated. The results are compared to SM predictions
using a NLO parton-level generator. The NLO SM pre-
dictions for the exclusive W� and Z� production cross
sections agree well with the data for events with both
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FIG. 3. The measured cross section for (a) W� production, (b) Z� production as a function of the photon transverse energy,
in the extended fiducial region as defined in Table III, together with the SM model prediction. The lower plots show the ratio
between the data and the prediction of the MCFM generator.
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ity density function is obtained by integrating over the
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. This
calculation has been done for multiple values of the scale
parameter ⇤ in order to be able to compare these results
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The limits are defined as the values of aTGC parame-
ters which demarcate the central 95% of the integral of
the likelihood distribution. The resulting allowed ranges
for the anomalous couplings are shown in Table VII for
WW� and ZV �. The results are also shown in Figure 4,
along with the LEP, Tevatron and CMS measurements.

X. SUMMARY

The production of W� and Z� boson pairs in 7 TeV
pp collisions has been studied using 1.02 fb�1 of data
collected with the ATLAS detector. The measurements
have been made using the pp ! l±⌫� + X and pp !
l+l�� + X final states, where the charged lepton is an
electron or muon and the photons are required to be
isolated. The results are compared to SM predictions
using a NLO parton-level generator. The NLO SM pre-
dictions for the exclusive W� and Z� production cross
sections agree well with the data for events with both
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hg
3 hg

4 hZ
3 hZ

4
Zg ! eeg [-0.013, 0.013] [-1.1e-4, 1.1e-4] [-0.011, 0.011] [-9.9e-5, 9.5e-5]
Zg ! µµg [-0.013, 0.013] [-1.1e-4, 1.2e-4] [-0.011, 0.011] [-1.0e-4, 1.1e-4]
Zg ! ``g [-0.010, 0.010] [-8.8e-5, 8.8e-5] [-8.6e-3, 8.4e-3] [-8.0e-5, 7.9e-5]

Table 14: One-dimensional limits on Zg anomalous trilinear gauge couplings.
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Figure 13: 95% confidence level contours for WWg (left), Zgg (center), and ZZg (right) cou-
plings from the combined information of the electron and muon channels.

9 Summary601

We presented an updated measurement of the Vg + X production using leptonic decays of602

W ! en, W ! µn, Z ! ee, and Z ! µµ at
p

s = 7TeV. The measurements are based603

on 7TeV data recorded by the CMS experiment at the LHC in 2011 and corresponding to an604

integrated luminosity of 5 f b�1 and made with different Eg
T thresholds. The measured cross605

section s(pp ! Zg) = 37.0 ± 0.80(stat.) ± 0.11(syst.) ± 0.81(lumi.) pb and s(pp ! Wg) =606

5.33 ± 0.08(stat.)± 0.25(syst.)± 0.12(lumi.) pb with Eg
T > 15 GeV are found to be consistent607

with the standard model prediction. The agreements still hold with higher Eg
T thresholds, 60608

and 90 GeV. The most stringent limits on anomalous trilinear WWg, Wgg, ZZg, and Zgg gauge609

couplings are set at95% confidence level assuming no form factor. No evidence for physics be-610

yond the SM is observed.611

CMS:

๏ATLAS limits set using fifth 
of 2011 dataset

๏Compared to CDF, D0, and 
CMS

• Used unphysical form factor 
for comparison

- Some comparison of 
statistical power between 
LHC, Tevatron

• No-form factor limits too

- CMS combined limits better 
by statistical factor of 1/√5
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Conclusions

๏ Presented an analysis of the Zγ final state

• Cross Section measurements: 

- photon pT > 15, 60, 90 GeV

• Anomalous triple gauge coupling limits

- Better than most recent ATLAS by statistics in charged lepton 
channels

๏ Outlook

• 2012 LHC data at 8 TeV improves kinematic reach

- Zγ cross section larger

• At least 4x more integrated lumi. than 2012

- Improve limits by at least 2x (not including kinematic factor!)

• New treatment of aTGCs from T. Stelzer et al. promising

- More theoretically consistent treatment of anomalous couplings

39
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Backup
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The Standard Model

 2

The Standard Model of Particle Physics 
● Three generations of matter

● 6 quarks 

● 6 leptons

– 3 charged (e,μ,τ)

– 3 neutrinos  (ν
e
,ν

μ
,ν

τ
)

● Neutrinos supposed to be 
massless in the SM

– Recent experiments show they 
have very small masses

● Force carriers

● Photon ↔ EM force

– massless

● 8 gluons  ↔ strong force

– massless

● W±,Z ↔ weak force

– Very massive

Formulated as a quantum field
theory under SU(3)xSU(2)

L
xU(1)

gauge symmetries unifying
EM and weak interactions

Higgs Boson
Responsible for EWK 
Symmetry breaking
Predicted JPC = 0++

Uses SU(3)xSU(2)LxU(1) 
symmetry to describe forces

} unified under SU(2)LxU(1)

๏ Thee Generations of Matter

• 6 quarks 

- 3 ‘up’ type, 3 ‘down’ type

• 6 leptons

- 3 charged (e,μ,τ)

- 3 neutral (νe,νμ,ντ), ‘neutrinos’

➡ Massless in SM, but recent experiments demonstrate small 
Δm2 between generations!

๏ Force Carriers

• Massless Photon (γ): EM Force

• Massive W±, Z: Weak Force

• 8 massless gluons: Strong Force

๏ Higgs Boson

• In SM Provides mass to W, Z through spontaneous 
symmetry breaking

• 125 GeV Higgs-like excess in 2011+2012 LHC data
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The Structure of the Proton
๏ The proton has substructure

• In collisions this substructure is probed

• One ‘parton’ from each colliding proton

๏ Proton is a bound state of quarks

• Valence quarks (uud) are exchanging virtual gluons

- may split into u,d,s,c,b quarks creating ‘sea’ of partons

➡ Effect present at all times, ‘intrinsic sea’

- splitting to gluons allowed as well

• Valence quarks carry roughly half of proton total momentum

๏ Parton Distribution Functions describe structure

• Describe probability fi(x,Q2) to find parton type ‘i’, with momentum fraction ‘x’ at 
momentum transfer Q2

• Measured from experiment and evolved to various Q2

• This means hadron colliders sample a wide range of energies

-                 for momentum fractions x, y in two partons and beam energy S
42
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The Structure of the Proton 
● In proton collisions 

● Partons (quarks and gluons) are 
pulled from the proton and interact

● Quarks in the proton not free

● Exchanging colored gluons

● Virtual particles- off their mass shell

● Two types

– Valence (u,d)

– Sea(u,d,c,s) : produced by strong 
interactions in the proton

● Gluons

● Carry ~50% of the proton momentum

● Parton Distribution Functions

● Probability of a parton to be pulled out 
of the proton with momentum fraction 
x : f(x)

● Measured with experimental data

● In 7 TeV proton collisions

● Two partons with momentum fraction 
x,y will give an effective center of 
mass of the interaction

●  Hadron colliders versatile for 
discovery

ŝ = xyS



Lindsey Gray, UW Madison

Limited Phase Space in Shower MC

43

๏Each SMC hard parton 
considered alone

• Limits phase space

• Results in poor 
modeling at high pT of 
the matrix element part 
of the event

64

the issue of merging the additional matrix element level partons using SMC will be

discussed first since it is of importance to this analysis.

4.1.3 Merging Matrix Element Events with Parton Showers

In the ongoing quest to develop better descriptions of proton-(anti)proton collision

data it was found that using leading order theoretical predictions in monte carlo

generators, even with full treatment of of ISR and FSR, resulted in disagreement

with the observations in data. These e↵ects become especially pronounced when the

process being simulated has a large transverse boost, as seen in Figure 4.1.3. This

disagreement is due to the leading order parton level event having no intrinsic pT

and the leading order treatment of the parton shower SMCs, in this case Pythia’s

implementation [52] but equally applicable to other leading-log parton showers. Since

each additional ISR shower is produced without taking into account the possiblity of

multiple partons being emitted at once, it significantly reduces the probability that

the simulated event will recoil with large pT since this part of the total phase space

is reduced.

Matching
ME+Pythia

Johan Alwall

Jet matching –
ME vs. PS

Jet matching
schemes

Matching in
MadGraph /
MadEvent
Old and New
Pythia showers
Impact of shower
on matching
pT (W ) at the
Tevatron
Summary of
shower impact
“Shower kT ”
scheme

Conclusions

Comparisons between old and new Pythia showers
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Figure 4.2: D0 data demonstrating the disagreement of the Pythia MC program with
W pT data, even after an updated tune. [57]
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Zγ Distributions: Vertex Multiplicity

๏Pileup Reweighing 
checks out fine

44
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ATLAS Results: Cross Section

45
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FIG. 3. The measured cross section for (a) W� production, (b) Z� production as a function of the photon transverse energy,
in the extended fiducial region as defined in Table III, together with the SM model prediction. The lower plots show the ratio
between the data and the prediction of the MCFM generator.

Measured Measured Expected
⇤ 2 TeV 1 1

�
�

(-0.36,0.41) (-0.33,0.37) (-0.33,0.36)
�
�

(-0.079,0.074) (-0.060,0.060) (-0.063,0.055)
⇤ 1.5 TeV 1 1
h�

3

(-0.074,0.071) (-0.028,0.027) (-0.027,0.027)
hZ

3

(-0.051,0.068) (-0.022,0.026) (-0.022,0.025)
h�

4

(-0.0028,0.0027) (-0.00021,0.00021) (-0.00021,0.00021)
hZ

4

(-0.0024,0.0023) (-0.00022,0.00021) (-0.00022,0.00021)

TABLE VII. The measured and expected 95% CL intervals on
the charged (�

�

, �
�

) and neutral (h�

3

, hZ

3

, h�

4

, hZ

4

) anoma-
lous couplings. The results obtained using di↵erent ⇤ values
are shown. The two numbers in each parentheses denote the
95% CL interval.

Z� production with E�

T

> 60 GeV are used to extract
aTGC limits. The cross-section predictions with aTGCs
(�aTGC

W�

and �aTGC

Z�

) are obtained from the mcfm gener-
ator. The number of expected W� events in the exclu-
sive extended fiducial region (NaTGC

W�

(�
�

,�
�

)) for given

aTGCs are obtained as NaTGC

W�

(�
�

,�
�

) = �aTGC

W�

⇥
C

W�

⇥A
W�

⇥S
W�

⇥L. For the Z� case, NaTGC

Z�

(h�

3

, h�

4

)

or NaTGC

Z�

(hZ

3

, hZ

4

) are obtained in a similar way. The
anomalous couplings influence the kinematic properties
of W� and Z� events and thus the corrections for event
reconstruction (C

W�

and C
Z�

). The maximum varia-
tions of C

W�

and C
Z�

within the measured aTGC limits

are quoted as additional systematic uncertainties. The
limits on a given aTGC parameter (e.g. hV

i

) are ex-
tracted from the Bayesian posterior, given the extended
fiducial measurements. The Bayesian posterior probabil-
ity density function is obtained by integrating over the
nuisance parameters corresponding to all systematic un-
certainties and assuming a flat Bayesian prior in hV

i

. This
calculation has been done for multiple values of the scale
parameter ⇤ in order to be able to compare these results
with those from LEP [6], Tevatron [1–3] and CMS [5].
The limits are defined as the values of aTGC parame-
ters which demarcate the central 95% of the integral of
the likelihood distribution. The resulting allowed ranges
for the anomalous couplings are shown in Table VII for
WW� and ZV �. The results are also shown in Figure 4,
along with the LEP, Tevatron and CMS measurements.

X. SUMMARY

The production of W� and Z� boson pairs in 7 TeV
pp collisions has been studied using 1.02 fb�1 of data
collected with the ATLAS detector. The measurements
have been made using the pp ! l±⌫� + X and pp !
l+l�� + X final states, where the charged lepton is an
electron or muon and the photons are required to be
isolated. The results are compared to SM predictions
using a NLO parton-level generator. The NLO SM pre-
dictions for the exclusive W� and Z� production cross
sections agree well with the data for events with both

http://arxiv.org/abs/1205.2531

http://arxiv.org/abs/1205.2531
http://arxiv.org/abs/1205.2531
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112

Z�
ee� µµ�

E�
T > 60 GeV 0.142 ± 0.019(stat.) ± 0.019(syst.) ± 0.003(lumi.) 0.139 ± 0.013(stat.) ± 0.015(syst.) ± 0.003(lumi.)

Combination 0.140 ± 0.011(stat.) ± 0.013(syst.) ± 0.003(lumi.) pb
NLO Prediction 0.124 ± 0.009 pb
E�

T > 90 GeV 0.047 ± 0.013(stat.) ± 0.010(syst.) ± 0.001(lumi.) 0.046 ± 0.008(stat.) ± 0.010(syst.) ± 0.001(lumi.)
Combination 0.046 ± 0.007(stat.) ± 0.009(syst.) ± 0.001(lumi.) pb
NLO Prediction 0.040 ± 0.004 pb

Table 7.2: The summary of the Z�cross section measurements and predictions for
photon pT > 60 and 90 GeV.
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Figure 7.1: The summary of all cross section measurements for the Z� channel.
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Figure 143: 2 Dimensional 95% confidence level limits for hg
3 and hg

4 , allowing both anomalous
couplings to vary.

CMS aTGCs: Zγ Detail

47

10.5 Search for anomalous couplings in Zg production 173

Z
3h

-0.02-0.015-0.01-0.005 0 0.0050.010.0150.02

Z 4h

-0.2

-0.1

0

0.1

0.2

0.3

-310×

 SM

 PreliminaryCMS
Observed
Expected

σ 1±
σ 2±

Z
4h and Z

3h95% CLs Limit on 

 = 7 TeVs, -1L dt= 5.0 fb∫

aTGC values outside contour excluded

γ Z(ee)→pp 

Z
3h

-0.015-0.01-0.005 0 0.005 0.010.015

Z 4h

-0.2

-0.1

0

0.1

0.2

0.3

-310×

 SM

 PreliminaryCMS
Observed
Expected

σ 1±
σ 2±

Z
4h and Z

3h95% CLs Limit on 

 = 7 TeVs, -1L dt= 5.0 fb∫

aTGC values outside contour excluded

γ)µµ Z(→pp 

Z
3h

-0.015 -0.01 -0.005 0 0.005 0.01 0.015

Z 4h

-0.15

-0.1

-0.05
0

0.05

0.1
0.15

0.2

0.25
0.3

-310×

 SM

 PreliminaryCMS
Observed
Expected

σ 1±
σ 2±

Z
4h and Z

3h95% CLs Limit on 

 = 7 TeVs, -1L dt= 5.0 fb∫

aTGC values outside contour excluded

 Combinedγ)µµ Z(ee,→pp 

Figure 140: 2 Dimensional 95% confidence level limits for hZ
3 and hZ

4 , allowing both anomalous
couplings to vary.
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Figure 141: 1 Dimensional 95% confidence level limits on hg
3 , with hg

4 set to zero.
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Figure 142: 1 Dimensional 95% confidence level limits on hg
4 , with hg

3 set to zero.
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aTGC Limits: Zγ, ee + μμ + νν

๏Z(νν)γ has significantly 
more statistical power 
at large photon pT

• Combine with charged 
lepton limit to achieve 
6x improvement 

๏Limits 1-1.5σ under-
fluctuated

• Driven by under-
fluctuations in ee and 
νν channels
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6 3 Data and Monte Carlo samples

Table 1: Summary of data samples used for Wg ! `ng and Zg ! ``g analyses.

CMS Run Range Dataset Name Used by
160404 - 163869 /SingleElectron/Run2011A-May10ReReco-v1/AOD Wg ! en + g
165071 - 167913 /SingleElectron/Run2011A-PromptReco-v4/AOD Wg ! en + g
170249 - 172619 /SingleElectron/Run2011A-05Aug2011-v1/AOD Wg ! en + g
172620 - 173692 /SingleElectron/Run2011A-03Oct2011-v1/AOD Wg ! en + g
175832 - 180252 /SingleElectron/Run2011B-PromptReco-v1/AOD Wg ! en + g
160404 - 163869 /SingleMuon/Run2011A-May10ReReco-v1/AOD Wg ! µn + g
165071 - 167913 /SingleMuon/Run2011A-PromptReco-v4/AOD Wg ! µn + g
170249 - 172619 /SingleMuon/Run2011A-05Aug2011-v1/AOD Wg ! µn + g
172620 - 173692 /SingleMuon/Run2011A-03Oct2011-v1/AOD Wg ! µn + g
175832 - 180252 /SingleMuon/Run2011B-PromptReco-v1/AOD Wg ! µn + g
160404 - 163869 /DoubleElectron/Run2011A-May10ReReco-v1/AOD Zg ! ee + g
165071 - 167913 /DoubleElectron/Run2011A-PromptReco-v4/AOD Zg ! ee + g
170249 - 172619 /DoubleElectron/Run2011A-05Aug2011-v1/AOD Zg ! ee + g
172620 - 173692 /DoubleElectron/Run2011A-03Oct2011-v1/AOD Zg ! ee + g
175832 - 180252 /DoubleElectron/Run2011B-PromptReco-v1/AOD Zg ! ee + g
160404 - 163869 /DoubleMu/Run2011A-May10ReReco-v1/AOD Zg ! µµ + g
165088 - 167913 /DoubleMu/Run2011A-PromptReco-v4/AOD Zg ! µµ + g
170249 - 172619 /DoubleMu/Run2011A-05Aug2011-v1/AOD Zg ! µµ + g
172620 - 173692 /DoubleMu/Run2011A-03Oct2011-v1/AOD Zg ! µµ + g
175832 - 180252 /DoubleMu/Run2011B-PromptReco-v1/AOD Zg ! µµ + g

160404 - 163869 /Jet/Run2011A-May10ReReco-v1/AOD Background estimation
165071 - 167913 /Jet/Run2011A-PromptReco-v4/AOD Background estimation
170249 - 172619 /Jet/Run2011A-05Aug2011-v1/AOD Background estimation
172620 - 173692 /Jet/Run2011A-03Oct2011-v1/AOD Background estimation
175832 - 180252 /Jet/Run2011B-PromptReco-v1/AOD Background estimation

The cross sections for background processes are given at NLO, except for the g+jets, multi-129

jet QCD samples, and tt̄ + g. All MC background samples are produced officially in Sum-130

mer11/Fall11 production, except for tt̄ + g which is privately generated by MADGRAPH with131

Fall11 configuration. Events are simulated with 50 ns bunch spacing and out-of-time (OOT)132

pileup is also included. Summer11 Multijet QCD and g+jets samples are simulated with asyn-133

chronous OOT (“S3”) pileup scenario, and Fall11 MC samples are simulated with synchronous134

OOT (“S6”) pileup scenario.135
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Table 2: Summary of Monte Carlo signal samples used.
Process (private MG5) sMadGraph, pb sNLO, pb
W ! en + g 50.7 56.3
W ! µn + g 50.7 56.3
Z ! ee + g 10.6 12.3
Z ! µµ + g 10.6 12.3

MC Signal:
3.2 Monte Carlo samples 7

Table 3: Summary of Monte Carlo background samples used.
Process (Fall11) s, pb Dataset Name (AODSIM data tier)
Wg ! eng 137.3 (NLO) /WGToENuG_TuneZ2_7TeV-madgraph-tauola
Wg ! µng 137.3 (NLO) /WGToMuNuG_TuneZ2_7TeV-madgraph-tauola
Wg ! tng 137.3 (NLO) /WGToTauNuG_TuneZ2_7TeV-madgraph-tauola
Zg ! eeg 45.2 (NLO) /ZGToEEG_TuneZ2_7TeV-madgraph-tauola
Zg ! µµg 45.2 (NLO) /ZGToMuMuG_TuneZ2_7TeV-madgraph-tauola
Zg ! ttg 45.2 (NLO) /ZGToTauTauG_TuneZ2_7TeV-madgraph-tauola
W ! ln + jets 31314 (NNLO) /WJetsToLNu_TuneZ2_7TeV-madgraph-tauola
Z ! ll + jets 3048 (NNLO) /DYJetsToLL_TuneZ2_M-50_7TeV-madgraph-tauola
tt̄ + jets 165 (NNLO) /TTJets_TuneZ2_7TeV-madgraph-tauola
tt̄ + g 0.444 (LO) privately produced
WW 5.7 (NLO) /WWJetsTo2L2Nu_TuneZ2_7TeV-madgraph-tauola
WZ 18.2 (NLO) /WZ_TuneZ2_7TeV_pythia6_tauola
ZZ 5.9 (NLO) /ZZ_TuneZ2_7TeV_pythia6_tauola
DiPhoton + jets 190.56 (NLO) /DiPhotonJets_7TeV-madgraph
g + jets(pT � 20)DoubleEMEnriched 651.5 (NLO) /GJet_Pt-20_doubleEMEnriched_TuneZ2_7TeV-pythia6
QCD(pT � 30to40)DoubleEMEnriched 9614 (LO) /QCD_Pt-30to40_doubleEMEnriched_TuneZ2_7TeV-pythia6
QCD(pT � 40)DoubleEMEnriched 40392 (LO) /QCD_Pt-40_doubleEMEnriched_TuneZ2_7TeV-pythia6

Process (Summer11) s, pb Dataset Name (AODSIM data tier)
g + jets( p̂T : 0 � 15) 8.420 ⇥ 107 /G_Pt_0to15_TuneZ2_7TeV_pythia6
g + jets( p̂T : 15 � 30) 1.717 ⇥ 105 /G_Pt_15to30_TuneZ2_7TeV_pythia6
g + jets( p̂T : 30 � 50) 1.669 ⇥ 104 /G_Pt_30to50_TuneZ2_7TeV_pythia6
g + jets( p̂T : 50 � 80) 2.722 ⇥ 103 /G_Pt_50to80_TuneZ2_7TeV_pythia6
g + jets( p̂T : 80 � 120) 4.472 ⇥ 102 /G_Pt_80to120_TuneZ2_7TeV_pythia6
g + jets( p̂T : 120 � 170) 8.417 ⇥ 101 /G_Pt_120to170_TuneZ2_7TeV_pythia6
g + jets( p̂T : 170 � 300) 2.264 ⇥ 101 /G_Pt_170to300_TuneZ2_7TeV_pythia6
g + jets( p̂T : 300 � 470) 1.493 /G_Pt_300to470_TuneZ2_7TeV_pythia6
QCD( p̂T : 5 � 15) 3.675 ⇥ 1010 /QCD_Pt_5to15_TuneZ2_7TeV_pythia6
QCD( p̂T : 15 � 30) 8.159 ⇥ 108 /QCD_Pt_15to30_TuneZ2_7TeV_pythia6
QCD( p̂T : 30 � 50) 5.312 ⇥ 107 /QCD_Pt_30to50_TuneZ2_7TeV_pythia6
QCD( p̂T : 50 � 80) 6.359 ⇥ 106 /QCD_Pt_50to80_TuneZ2_7TeV_pythia6
QCD( p̂T : 80 � 120) 7.843 ⇥ 105 /QCD_Pt_80to120_TuneZ2_7TeV_pythia6
QCD( p̂T : 120 � 170) 1.151 ⇥ 105 /QCD_Pt_120to170_TuneZ2_7TeV_pythia6
QCD( p̂T : 170 � 300) 2.426 ⇥ 104 /QCD_Pt_170to300_TuneZ2_7TeV_pythia6
QCD( p̂T : 300 � 470) 1.168 ⇥ 103 /QCD_Pt_300to470_TuneZ2_7TeV_pythia6
QCD( p̂T : 470 � 600) 7.022 ⇥ 101 /QCD_Pt-470to600_TuneZ2_7TeV_pythia6
QCD( p̂T > 20) 84679.3 /QCD_Pt-20_MuEnrichedPt-15_TuneZ2_7TeV_pythia

MC Background:

*aTGC samples produced with SHERPA



Lindsey Gray, UW Madison

‘Zγ’ Pileup Combinatorial Event

52

14 cm

(166512, 1678, 1822682238)

Kinematics are clearly not 
of a Z recoiling off photon. 

This event removed 
from final selection.


